
Grammar Model-based Program Evolution

Abstract—In Evolutionary Computation, genetic operators,
such as, mutation and crossover, are employed to variate the
individuals to generate next population. However, these fixed,
problem independent genetic operators may destroy the sub-
solution, usually called building blocks, instead of discovering
and preserving them. One way to overcome this problem is
to build a model based on the good individuals and sample
this model to obtain the next population. There some research
Because of the complexity of Genetic Programming (GP) tree
representation, little work of this kind has been done in GP. In
this paper, we propose a new method, Grammar Model-based
Program Evolution (GMPE) to evolved GP program. We replace
common GP genetic operator with a Probabilistic Context-free
Grammar (SCFG). In each generation, a SCFG is learned and
new population is generated by sampling this SCFG model. On
two benchmark problem we have studied, GMPE significantly
outperforms conventional GP, usually a few times faster and
more reliable.

I. INTRODUCTION AND RELATED WORK

In Evolutionary Computation, genetic operators, such as,
mutation and crossover, are employed to variate the individuals
to generate next population. However, these fixed, problem
independent genetic operators may destroy the sub-solution,
usually called building blocks, instead of discovering and pre-
serving them. One way of overcome this problem, is to build
a model based on the good individuals and sample this model
to obtain the next population. Recently, this kind of research,
research on EC guided by inductively learned model, such as
Estimation of Distribution Algorithm (EDA) [10], Probabilistic
Model-building Genetic Algorithm (PMBGA) [15], has drawn
increasing interests.

There are several reasons that lead to this increasing inter-
ests. The first reason is the theoretical attraction. The highly
complex and dynamic consequences of genetic operator is
extremely hard to understand and predicate. Replacing genetic
operator and population with well-formed model makes it
possible to understand EC. In some simple cases, EC guided
by inductively learned model is a quite accurate approximation
of conventional EC [7], [12]. Secondly, in terms of practical
usefulness, the empirical studies have showed the superior
performance of this kind of new methods, in general.

Because of the abandon of genetic operators, either partially
or completely, this kind of method becomes very different
from the method of conventional evolutionary computation.
However, representation of individual is consistent with con-
ventional Genetic Algorithm (GA) or Genetic Programming
(GP), i.e. GA style linear string representation or GP style
hierarchical tree. Although more flexible, tree representation is
more complicated than linear representation. Therefore, most
of current research are focus on linear representation.

In this paper, we propose a new model for program evolu-
tion, Grammar Model-based Program Evolution (GMPE). We
use GP style tree representation, with no conventional genetic
operator. The stochastic grammar model is learned from the
superior individuals and the new population is generated by
sampling this grammar. Grammar model can represent the
common structure of the superior individuals (building blocks)
very well. Due to flexibility of grammar model, GMPE,
the method we propose, far outperform on two benchmark
problems we have studied.

This paper is organized as follows. We briefly review
the related work with GA style linear representation and
then with GP style tree representation in this section fol-
lowed by a overview of our GMPE to give the audience a
flavor of our method. In Section II, we present our work
in detail, including high level algorithm, the probabilistic
model (Stochastic Context-free Grammar), modeling learning
method. To prove the our idea, two experiments are reported in
Section III. We discuss the difficult of evolving program with
tree representation, comparing with evolving solution with
linear representation, such as, EDA [10], and how our GMPE
addresses these difficulties in Section IV. The last section is
the conclusion.

A. Related Works with GA Style Linear Representation

There is extensive similar work in evolving linear solution
guided by a inductively learned model, they differ mainly
in the models they choose. Among them, we perceive the
following two streams.

The first is the Learnable Evolution Model (LEM) [11].
The central engine of evolution in LEM is a machine learning
mode, which creates new populations by employing hypothe-
ses about high fitness individuals found in past populations.
The machine learning mode seeks reasons why certain in-
dividuals in a population are superior to others, thus to
form inductive hypotheses which explicitly characterize good
individuals.

The other one is Estimation of Distribution Algorithm
(EDA) [13], [17]. EDA uses a probabilistic model of promising
solutions to guide further exploration of the search space. EDA
is a cluster of methods, ranging from methods that assume
the genes in the chromosome are independent [3], [7], [12],
through others that take into account pairwise interactions [4],
[2], [18], to methods that can accurately model even a very
complex problem structure with highly overlapping multivari-
ate building blocks [14], [6], [16], [5].
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B. Related Works with GP Style Tree Representation

Because of the complexity of GP style tree representation,
the amount of work of evolving program with tree represen-
tation is not comparable with the work dealing with linear
representation. We roughly classify them into two kinds.

The first one is probabilistic model based method. It has
strong connection with EDA, i.e. evolving linear solution
with the guidance of probabilistic model. It includes mainly
following three projects.

Probabilistic Incremental Program Evolution (PIPE) [22]
combines probability vector coding of program instructions,
Population-Based Incremental Learning [3], and tree-coded
programs. PIPE iteratively generates successive populations
of functional programs according to an adaptive probability
distribution, represented as a Probabilistic Prototype Tree
(PPT), over all possible programs. Each iteration uses the
best program to refine the distribution. Thus, the structures
of promising individuals are learned and encoded in PPT.

Extended Compact Genetic Programmming (ECGP) [23]
is a direct application of ECGA [6] in tree representation.
Marginal product models (MPMs) are used to model the
population of genetic programming. MPMs are formed as
a production of marginal distribution on a partition of the
tree. ECGP decomposes or partitions the prototype tree into
subtrees and builds the probabilistic models for each subtree.
Apparently, the subtrees are taken as independent probabilistic
variables.

Estimation of Distribution Programming (EDP) [30] tries to
model the dependency of adjacent nodes in GP tree. Although
there is a few possible dependencies among the adjacent nodes,
only the conditional probability of child node given parent
node is considered in this research.

The second kind is grammar model based method. Although
stochastic grammar model is probabilistic model, it is usu-
ally presented in very specialized literature and it has quite
different learning method. Therefore, for sake of clarity, we
classify it into another category. Grammar, which is widely
used to model the internal hierarchical structure sentences, is
one of ideal formalisms for modeling GP style tree structure.
The grammar model based method includes Whigham’s very
early work [29], ant-TAG [1], Program Evolution with Explicit
Learning (PEEL) [24].

This second kind of work has some connection with
Grammar Guided Genetic Programming (GGGP), i.e. using
grammar to constrain search space. The individual GP tree in
GGGP must respect the grammar. This overcomes the closure
problem in GP and provides a more formalized mechanism
for typing (cf. strongly-typed genetic programming). Actually,
the grammar model can do more than just constrain the
search space. Whigham’s work [29], apart from normal GGGP,
grammar is slightly modified during the search. The updated
grammar represent the cumulated knowledge found in the
process of search.

The other works, such as ant-TAG and PEEL, are radically
different from normal GP and more like EDA style evolution.
In both of these work, grammars are keeping updated based on

the superior individuals. New generation is obtained by sam-
pling grammars. Conventional GP genetic operators is either
entirely discarded or taken as a background operators. In ant-
TAG, the structure of the grammar is fixed. The probabilities
attached to the grammar are updated. However, fixed grammar
means that the search space can only be explored at fixed
granularity. PEEL addresses this issue by allowing the change
of grammar structure.

C. Overview

In this paper, we propose a new method, Grammar Model-
based Program Evolution (GMPE) to evolved GP style pro-
gram. This work is similar to above mentioned ant-TAG and
PEEL, in the sense that grammar model is used to model
the population. However, the grammar model and its learning
method are very different from them.

We replace common GP genetic operator with a Proba-
bilistic Context-free Grammar (SCFG). In each generation,
a SCFG is learned and then new population is generated
by sampling this SCFG model. Technically, the SCFG is
expressive enough to represent the regularity in and among
individuals. GMPE employs flexible SCFG model, which
makes it more generally applicable than other methods, such
as ant-TAG and PEEL.

On two benchmark problem we have studied, GMPE sig-
nificantly outperforms conventional GP, usually a few times
faster and more reliable.

II. METHOD

A. Algorithm

Same as conventional EC, our GMPE starts with a randomly
generated population. A stochastic grammar model is learned
from the selected individuals of this population. The new
generation is generation by sampling the learned model. Then
next iteration will start again from this new population. The
high level algorithm is illustrated as a flow char in Fig. 1.

Learn SCFG mdoel from Selected Individuals

Evaluate and  Select

Sample SCFG Model to Obtain New Population

Randomly Generate Initial Population

Fig. 1. Flow chart of GMPE

Since this high level algorithm is consistent with other EDA
methods, we won’t give more discussion on this. In the next
subsection, we would mainly focus on the stochastic grammar
model, which plays a critical role in GMPE.



B. Model Learning

In this research, Stochastic Context-free Grammar (SCFG)
are chosen as the model.

Actually, in GP, grammar, in particular Context-free Gram-
mar (CFG), has been used to constrain search space [21], [28].
However, since grammar is a formal model for language, both
natural and formal language, it can be more than just the
constraint of search space. If we take the GP individual as
string/sentence, it is not hard to see that population evolved,
corresponding to corpus in Natural Language Processing
(NLP), can be modeled by the grammar as well.

This subsection is organized as follows. In II-B.1, we
would elaborate on the definition of SCFG and how to sample
SCFG to generation the individuals. In II-B.2, the problem of
learning grammar given a set of superior individuals as training
samples is discussed. The learning method in this work is
simple hill-climbing search. When searching for grammars,
we need a measure to compare grammars. We derives this
criteria based on minimal encoding inference. This measure is
presented in II-B.3.
1) Stochastic Context-free Grammar: A stochastic con-

textfree grammar (SCFG) M consists of

• a set of nonterminal symbols N ,
• a set of terminal symbols (or alphabet) Σ,
• a start nonterminal S ∈ N ,
• a set of productions or rules R,
• production probabilities P (r) for all r ∈ R.
• The productions are of the form

X → λ

where X ∈ N and λ ∈ (N ∪ Σ)∗ . X is called the
lefthand side (LHS) of the production, whereas λ is the
righthand side (RHS).

If X → λ is a production of R, the for any strings γ
and δ in (N ∪ Σ)∗, we define γSδ ⇒ γαδ and we say that
γSδ directly derives γαδ in M . We say β can be derived
from α, denoted α

∗⇒ β, if there exists a sequence of direct
derivations α0 ⇒ α1, α1 ⇒ α2, . . . , αn−1 ⇒ αn where
α0 = α, αn = β, αi ∈ (N ∪Σ)∗, and n ≥ 0. Such a sequence
is call a derivation. Thus a derivation corresponds to an order
of applying productions to generate a string. The probability
of a derivation is the production of the probabilities of all
the production rules involved. Sampling a SCFG grammar
in this paper means deriving a set of strings from the given
SCFG grammar. A LHS may have more than one RHSs. When
deriving string, if we come to this kind of LHS, we need
to choose one of its RHSs. SCFG has probability component
attached to each rule (more accurately to each RHS). We need
to choose the RHS based on its probability.
2) Learning method: We use a specific-to-general method

to search for good grammar, motivated by [25]. We start from
a very specialized grammar which covers only the training
examples (selected superior individuals). Then merge operator
is employed among the rules to generalize the initial grammar.

Merger operator take two rules and unify its LHS with one
symbol. For example, given two rules

X1 → λ1

X2 → λ2

after merge

Y → λ1

Y → λ2

All the other occurrence of X1 and X2 in the grammar
should be replaced by Y . The reason that the merge operator
generalized grammar is that before merge two rules have its
own RHS, after merge two rules share these two RHSs, i.e.
the merged grammar can cover more strings.

The search strategy in this research is simply hill-climbing,
i.e. we randomly merge two rules in the grammar, if the score
of grammar improves, this merge is accepted; we keep merging
until no improvement can be found. The scoring method will
be presented in the next section.
3) Scoring: During search, we need to compare grammars.

In this case, we use hill-climbing. Therefore, we need to
measure whether specific merge improves grammar model
or not. We use minimum length encoding inference, usually
referred to as Minimum Message Length (MML) [26], [27]
or Minimum Description Length (MDL) [20] to measure the
superiority of the grammar. In the remaining part of this paper,
MML is employed to generally refer to minimum encoding
inference.

We want to find a grammar which has low complexity but
can cover training samples well. MML gives a theoretically
sound framework to balance these two factors. We want to
find a model (grammar in this case) to minimize the cost of
coding the given data. The cost of coding the given data is the
sum of the cost of coding the model and the cost of coding
the data with the help of the model. Formally, we want to
minimize

L(D) = L(G) + L(D|G) (1)

where D is the data (the corpus), G is the grammar and L(X)
is the cost of coding X .

Eq. 1 is very intuitive.The two-part message states the cost
of coding SCFG in the first part L(G) and then the cost of
coding data (training samples) given model (grammar) in the
second part L(D|G).

The message length of L(D|G) is negative logarithm prod-
uct of the probabilities of training samples (selection individ-
uals). Each individual has a derivation. The probability of the
individual is the probability of its derivation. The probability
of entire set of selected individuals (training samples) is the
production of probabilities of all individuals.

L(G) requires the statement of the inferred SCFG. Although
there are some rough estimations of L(G) in the literature,
they are not adequate for our purpose. We have to derived our
calculation. To state a SCFG, we need to state its names of



terminal symbols, number of terminals, number of nontermi-
nals, the RHS of each rule, the probabilities of each rule and
which RHS correspond to which LHS. Formally, we have

L(G) = L(names of terminal symbols) (2a)

+ L(N) + L(Σ) (2b)

+ L(grouping of LHS) (2c)

+ L(RHS of production rule) (2d)

+ L(prob. of RHS for each nonterminal) (2e)

where:

• The first term L(names of terminal symbols) (Eq. 2a) is
the length of coding names of terminal symbols. This
will be ignored because the cost is the same regardless
of how many merge applied.

• The terms L(N) and L(Σ) (Eq. 2b) are the cost of coding
The number of terminals and non-terminals, respectively.
They can be calculated using Rissanen’s methods of
coding integer [20]. The length of coding integer N is
log∗(N) = log N + log log N + log log log N + .... Only
positive terms are included.

• Since we do not code the LHS of the rule, we need to
state which LHSs correspond to the same RHS. Let P be
the total number of production rules (P ≥ N ). The term
L(grouping of LHS) should be L(P )+L(partition(P )),
partition(P ) is number of possible partitions of integer
P .

• Eq. 2d is the length of coding the RHS of each rule.
The total number of distinct symbol is N + Σ. Using
fixed coding scheme, each of them needs log(N + Σ)
bits to code. Suppose the total number occurrences of
symbols on RHSs is m, the total cost of coding them is
(m + 1) log(N + Σ).

• The last term Eq. 2e is probabilities of production rules.
Some LHS has more than one RHS. When deriving
individuals, we need to know at what probability we
replace this LHS with which RHS. Hence we need to
record this probability. More precisely, we record the
frequencies which will be then normalized to obtain
the probabilities. We prefer very skewed probabilities
distribution to uniform distribution because this means
we would have less uncertainty. This preference can be
modeled by a symmetric Dirichlet prior.

MML(θ, Dn, αi) = −
C∑

i=1

log(θni+αi− 1
2

i )

+
C − 1

2
log n − C − 1

2
log 12

+ log BC(α1, ..., αC)

(3)

where θi = ni+αi

n+α0
, αi(i �= 0) is predefined parameters,

α0 =
∑C

i=1 αi, C is number of different RHS this LHS
has, ni is the frequency of i-th RHS, n =

∑C
i=1 ni, BC()

is Beta function. Please refer to the Appendix for details.

III. EXPERIMENTAL STUDY

A. Royal Tree Problem

Royal Tree Problem [19] is designed to be a difficult
problem for GP. In this experiment, we use level-e Royal
Tree Problem. This problem has five nonterminals a, b, c, d, e
with arity 1,2,3,4,5 respectively and one terminal x. The
perfect solution for this problem is complete full tree, with
nonterminal e as root, only d appear on level 2, only c level
3, and so on and only x on level 6, the deepest level. The
fitness is related to the resemblance to this perfect solution
and designed to encourage searching this solution in a bottom
up manner. The fitness of perfect solution is 122,880. For more
detail of Royal Tree Problem, please refer to [19].

In this experiment, the setting for GMPE is population
size 60, truncation selection, selection rate 50%, α = 0.5,
maximum depth 6. We conducted 50 runs. The cumulative
frequency of successful runs is illustrated in Fig. 2. As we
can see, around 80% of runs end before generation 4000 (only
4000× 60 = 240, 000 individual evaluations and all runs end
roughly at 16,000 generation (only 16, 000 × 60 = 960, 000
individual evaluations).
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Fig. 2. Cumulative frequency of success measure of GMPE on Royal Tree
Problem

Royal Tree Problem is very difficult problem for GP. We
present a comparison in Table I to show the relative per-
formance of GMPE. GP statistic of the problem is adopted
from [19]. Several GP settings are tried in [19]. We select GP
of the best setting, population size 3500, internal crossover
0.875, external crossover 0.075, mutation rate 0.05, maximum
depth 17, generation 500, over-selection.

Table I shows that with 1,750,000 evaluations
(population size 3500 × generation 5000 = 1, 750, 000),
50% GP runs succeed. To achieve the same rate of successful
runs, GMPE only need 92,460 (60 × 1541 = 92, 460)
evaluations. We define a simple measure speedup, similar
to the measure in [11], to give a clearer impression of the
relative performance of GMPE to GP. Given rate of successful
runs δ,

speedupδ =
Number of Evaluations of GP

Number of Evaluations of GMPE
(4)



Therefore, in this experiment, speedup50% = 1750000
92460 ≈ 18.9.

Under this measure we say the GMPE is 18.9 times faster
in terms of number of evaluations given rate of successful
runs 50%. We use different maximum depth in GP and
GMPE experiments. The nature of the problem make it only
possible to discover from small partial solution and then to
combine them into bigger partial solution until find the final
solution. The failed GP runs did be trapped with local optimum
which small partial solution. The difficulty of this problem
is to escape from local optimum, not the size of the search
space. This suggests the different maximum tree would not
have significant impact on the performance of the algorithms.
However, we do plan to include fairer comparison in the final
version of this paper.

TABLE I

COMPARISON OF GP AND GMPE ON ROYAL TREE PROBLEM.

HORIZONTAL AXIS IS THE NUMBER OF GENERATIONS AND THE VERTICAL

AXIS IS THE PERCENTAGE OF SUCCESSFUL RUNS.

Method Pop Gen No. Eval./Run Succeed Speedup

GMPE 60 1541 92,460 50% 18.9

GP 3500 500 1,750,000 50%

B. Max Problem

Max problem [9] has only one terminal x with value 0.5
and two nonterminal + and ×. The purpose is to find a tree
with maximum fitness under some tree size constraint. In this
experiment, we use maximum depth as constraint and set it
the maximum depth limit to 7 (root is 1) in this experiment.
The maximum fitness is 65536.
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Fig. 3. Cumulative frequency of success measure of GMPE on Max Problem.
Horizontal axis is the number of generations and the vertical axis is the
percentage of successful runs.

The result of GP runs are from [9]. Briefly, the setting of
GP is population size 200, generation size 500, tournament
selection, 99.5% crossover, no mutation. In this experiment,
the setting for GMPE is population size 60, truncation selec-
tion, selection rate 50%, α = 2.0. We conducted 50 runs.

The cumulative frequency of successful runs is illustrated in
Fig. 3 and the comparison with GP is shown in Table. II. The
speedup60% is 7.4. Therefore, in this experiment, GMPE is
also significantly outperform GP.

TABLE II

COMPARISON OF GP AND MINE ON MAX PROBLEM

Method Pop Gen No. Eval./Run Succeed Speedup

GMPE 60 224 13,440 60% 7.4

GP 200 500 1,000,00 < 60%

IV. DISCUSSION

Evolving program with tree structure (like GP tree), is
far more complex than simply applying EDA, which evolves
solution with linear representation, to tree representation. The
complexity due to the tree structure is four folded and our
method with grammar model can address most of these issues.

1) Tree representation has its internal structure – intrin-
sic hierarchical structure. The relations/dependencies
among parent and child nodes are undoubtedly stronger
than among others. When constructing models, this
internal structure has to be respected, i.e. the model has
to reflect not only the dependencies among the nodes but
also the structure constraint. Grammar which is invented
to represent internal structure of the language fits exactly
this purpose.

2) The semantics of nodes in tree also makes evolving
program with GP style tree representation very different
from its linear representation counterpart. In evolving
linear structure, such as EDA, usually we assume the
semantics is attached to the locus. However, in tree
representation, The meaning of the node has to be
interpreted together with its surrounding context. For
example, in one of the standard GP benchmark problem
– Artificial Ant Problem [8], the node move will have
entirely effect depending on the current position of the
ant. The model chosen for evolving tree structure has to
be able to represent this strong local dependency as well
as dependency at larger scale. Context-free Grammar
and more expressive grammar can very well model the
local and long distance dependencies.

3) In the tree representation, although, in most of circum-
stances, the meaning of the node is closely related to it
surrounding context, it is also common that the building
blocks, which are relative independent sub-solutions,
are not, or at least no strictly, position dependent. For
example, a building blocks , which is a subtree in
this example, can be written as (+(a, b)). This subtree
can occur in position A, B or C in tree (+(+(A,B),C))
and have the same contribution to the overall fitness.
A position dependent model, such as PIPE [22] and
other prototype tree based work, has to learn building
blocks at these positions separately. Grammar model



does not assume any position dependency. The common
structures (building block) among individuals, even if
they are not at the same position, can be represented
and preserved by grammar model.

4) The individual trees have no fixed complexity. Even if
we do impose some limitation, such as, maximum depth,
maximum number of nodes, the individual complexity
significantly varies from individual to individual, from
generation to generation. The fixed model, such as
prototype tree in [22], which resembles the models in
EDA with fixed size in terms of number of variables,
cannot reflect this variation. Therefore, the model with
fixed complexity might be either at some stage too
simple to express all the necessary dependencies or
at other stage so complex that requires more time to
learn unnecessary dependencies. With proper learning
method, the grammar model may very well reflect the
superior individuals (training samples) and generalize to
certain extent.

We notice that although early work of using model to evolving
program with tree representation [22] was published in 1997,
the amount of work is entirely incomparable with the amount
of work in evolving linear structure, such as EDA. We believe
this is due the above mention difficulties. It is clear from
the above analysis that our GMPE with grammar model can
address most of these difficulties.

V. CONCLUSION

In this paper we propose a new method for program evo-
lution. We choose Stochastic Context-free Grammar (SCFG)
to model superior tree-form individuals. The new population
is generated by sampling this grammar model. Because the
grammar model can better present, preserve and promote
the common structures in superior individuals, usually called
building blocks, than conventional GP, our method signifi-
cantly outperform conventional genetic programming on two
benchmark problems we studies.

The future research issues include more thorough analysis
and direct evidence of what has been learned in the grammar,
more efficiently grammar learning method, possible extraction
of knowledge embedded in the learned grammar, experiments
on noisy data.

APPENDIX A: COST OF CODING PROBABILITY

DISTRIBUTION OF SCFG

A. Dirichlet Prior

A symmetric Dirichlet prior has the form:

P (θ) ∝
C∏

i=1

θαi

i (5)

where α = 1.0 corresponds to the uniform prior.
A Dirichlet prior is a conjugate prior because it has the same

form as the likelihood. This makes the posterior distribution a

simple product of likelihood and prior:

P (θ|Dn) ∝
C∏

i=1

θni+α−1
i (6)

where Dn are the n observations (e.g. for C = 2, n = 5,
D5 = (0, 1, 1, 0, 0) ).

Notice we have used proportional to in the two above
equations. To make these a proper distribution, we need a
normalising term which is a C-dimensional beta function:

BC(α1, ..., αC) =
∏C

i=1 Γ(αi)
Γ(α0)

(7)

where α0 =
∑C

i=1 αi.

Γ(n + 1) = n! (8)

where n is an integer.
The Dirichlet distribution is then:

P (θ) =
1

BC(α1, ..., αC)

C∏
i=1

θαi

i (9)

B. Costing of coding probability distribution with Dirichlet
prior

For number of classes C, number of data n, the cost of
coding this data is:

MML(θ, Dn) = − log(P (θ|Dn)P (θ) + log

√
F (C − 1)

12C−1
)

(10)
where F (k) is the Fisher Information term.

For Dirichlet distributions, Fisher Information is

F (k) =
nC−1

n + C
2

(11)

where n is the number of data items.
Putting it all together gives:

MML(θ, Dn, αi) = −
C∑

i=1

log(θni+αi− 1
2

i )

+
C − 1

2
log n − C − 1

2
log 12

+ log BC(α1, ..., αC)

(12)

where θi = ni+αi

n+α0
.

C. Example for Grammar Fragment

Given grammar:

A -> B 1
A -> C 3

With αi = 0.5, C = 2,



MML = − log
1 + 0.5
4 + 1

1+0.5−0.5

− log
3 + 0.5
4 + 1

3+0.5−0.5

+
2 − 1

2
log 4 − 2 − 1

2
log 12

+ log B2(0.5, 0.5)
= 1.20397 + 1.07003 + 0.69315
− 1.24245 + 1.14473
= 2.86943

Throughout the paper, we use base e for logarithm.
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